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Abstract. The present paper recalls the aim of the ongoing work of applying
the Artificial Organic Networks (AON) machine learning framework, to develop
a new algorithm capable of generating a prediction for a stock market index,
based on the Index Tracking Problem (ITP); thus, a conception of a new AON
arrangement is needed. Pursuing this main goal, a first approach toward the
definition of a new topology is presented, stating some general ideas along with
the following discussion. Finally, we offered some preliminary results related
to these main notions, considering the employment of a multiple non-linear
regressive (MNLR) model, to build an AON structure; the relative error obtained
along the experiments was of the order of 1x1072.
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1 Introduction

The stock market prediction or Index Tracking Problem (ITP), is a complex process
affected by dynamic and non-linear factors across time, and yet an important research
topic in financial area with big challenges [2—4, 6-8, 21-23, 25]. The ITP is a trading
strategy based on the buy-and-hold of assets, that uses an index tracker to reproduce the
performance of a stock market index or any other security found in the capital markets;
the behavior of the performance is reproduced by developing models capable of yielding
a forecast.

1.1 Related Work

Previously, in [5] has been reported the aim of applying the Artificial Organic Networks
(AON) metaheuristic machine learning framework, to develop a new efficient algorithm,
able of generating a short-term market trend forecast; the complexity of the problem
was narrowed down by two main constraints:

1 The forecast would be done using the historic prices of the concerning index rate
and at least two additional macroeconomic variables (MEVs).

2 The MEVs would be selected based on their correlated coefficient (CC) to the index
being analyzed.
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Fig. 1. Example [19, 20] of the AHN process as a learning method, where an AON structure is
built through the algorithm identified as f. Along the process, a structure of an organic compound
is produced by segmenting a dataset (target function f) and fitting a second-degree or third-degree
polynomic term for each section.

2 Methodology

Following the notions and main characteristics of AON as a machine learning class
[19-20], a new algorithm is to be defined. Within its characteristics, AON requires to
use of a topological configuration for its implementation; one main limitation of this
method is that it only has been implemented through one existing topology, Artificial
Hydrocarbon Networks (AHN), which have shown improvements in predictive power
and interpretability in contrast with other well-known machine learning models,
comparatively to neural networks and random forest, but has the disadvantage of being
very time-consuming and is not able to deal big data since the model uses stochastic
gradient descent (SGD).

AHN as a chemically bio-inspired algorithm performs an optimization of a
cost-energy function in two levels to build organic compound structures:

1 It uses least-squares regression (LSR) to define the structure of molecules.
2 It uses SGD to optimize the position of the molecules in the feature space.

2.1 Conception of a New Topology

Since AHN is the only existing arrangement for the AON framework, the postulation
of the new algorithm adept to perform the stated objectives, is going to be based on
the conception of a different topology to provide better capability to deal with big data
and reduce time consumption, to avoid losing predictive power as one of the two main
characteristics of the original AHN topology mentioned above.
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Fig. 2. Diagram of the proposed agent organized in two phases; this new topology would be
capable of performing a forecast for a stock market index, using at least two additional MEVs
chosen based on their CC to the index being analyzed. Along the process, a dataset will be
received and segmented by the training phase, for each section a curve would be fitted using
MNLR to compute the structure of an organic compound. The parameters output of the training
phase are the values to build the AON structure that models a given system (function f).

Because the research presented here is still ongoing, only a general approach to
a future topology is presented as a follow-up of the work introduced in [5], being
aware that further experiments are being conducted to formalize the details of the
new algorithm.

In the simplest notion, as explained in the literature [19-20], the algorithm that builds
the structure of an AON as a learning method is identified as f, and through the AHN
topology produces a structure of an organic compound by segmenting the dataset of the
information received and fitting a second-degree or third-degree polynomic term for
each section utilizing LSR (see Figure 1).

Consequently, the general approach of a different topology is mainly driven -up to
now- by the next main ideas:

1 To define a new AON arrangement based on a functional group different from
the hydrocarbons.

2 The new organic structure will fit the information of each segment by using
a multiple non-linear regressive (MNLR) model [5], using three variables: the
historic prices of the index, and a minimum of two additional MEVs chosen
depending on their CC to the index rate.

3 As a significant feature to characterize a new AON arrangement, it will substitute
the type of curve that is fitted when a polynomic term is computed for each segment
of the dataset that is being modeled.

3 Exploratory Analysis & Preliminary Results

In this work, the main concepts of AON are recovered to postulate a new topology
through the implementation of an agent [5] that receives external data from the
economic environment; the agent will be formed in two phases (see Figure 2):

1 The training phase: will find the parameters to build the structure of an AON.

2 The forecasting phase: will estimate a prediction of a stock market, using the
AON structure.
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Fig. 3. Curves for the IPC Mexico using the original data (blue line), a MNLR model that replaces
the second-degree term with a SIN term (red line), and the LSP model (green line).

In Python, some preliminary experiments have been carried out [5] and still are being
performed, to evaluate the viability and effectiveness of conceptualizing a new AON
arrangement by applying an MNLR method to build an organic compound structure,
while substituting the type of curve that is fitted when a polynomic term is computed
for each segment along the process. These backtest experiments have been done using
the SciPy [24], and Scikit-learn [9] libraries.

The tests have been carried out using existing data from Mexico comprehending the
period from 1/6/2006 to 30/7/2020, the cognition behind the size of data selected is to
assure that at least one short economic cycle is used [5].

The dataset includes the following variables: the daily reported (labor days) IPC
Mexico stock market index, the quarterly reported gross domestic product (GDP),
the daily reported (labor days) MXN-USD foreign exchange rate (FX), the monthly
reported consumer price index (CPI), the monthly risk-free rate (RFR), the monthly
unemployment rate (UR), the monthly reported current account to GDP rate (BOP),
and the monthly reported Investment rate (GFCF). The IPC data was retrieved from
Yahoo Finance, the FX was acquired from the USA’s Federal Reserve Board, and the
rest of the variables were obtained from the OECD.

It is relevant to explain that -up to now- the experiments have been done randomly
splitting the values of the data into subsets of 80% for training and the rest for testing,
as commonly happens in machine learning, since the approach is to find good solutions
by reducing the computing time, in contrast of the classic statistical model like ARIMA
where the data is split based on the DateTime [1, 25].

Despite being an unusual practice for time series, good performance has been
obtained previously with this approach [5]. Also, it would be noticed that the tests
include an approximation using a least-squares polynomial regression (LSP) based only
on the historic data of the IPC Mexico, this was for baseline purposes.
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Table 1. Mean, SD, MAD, Max, Min, and Range of the relative error from the MNLR model
using a SIN term.

Relative Error (MNLR)
Mean SD MAD Max Min Range
0.029072 0.031475 0.021225 0.167772 0.000013 0.167758

Table 2. RSS, SSR, TSS, and R-square of the MNLR model using a SIN term. It can be observed
that SSR is larger than SSE, following one of the criteria of a good regression model.
Relative Error (MNLR)
RSS SSR TSS R-square
367.413282 418.723554 786.136836 0.532634

For each experimentation, a MNLR model of the IPC was computed employing the
previously defined seven MEVs (FX, GDP, CPI, RFR, UR, BOP, and GFCF); the data
was preprocessed in three steps:

1 The MEVs were treated as “continuous signals”, so for each input, an independent
approximation was done.

2 The data was standardized by removing the mean.

3 The dimensionality of the data was reduced using principal component analysis
(PCA), this was done using three components.

Furthermore, is important to remark here that being an initial approach, the dataset
was not -yet- segmented as the AON framework would formally do. The experiments
considered most relevant will be described now in the subsequent sections.

3.1 Experiment 1: Establishing a MNLR Model Using SIN Terms

Exploring the possibility of changing the type of curve that is fitted by a molecule
for each segment, when an AON structure is computed, the MNLR model for the
IPC Mexico was estimated by replacing the second-degree polynomic terms with a
sinusoidal (SIN) term; Figure 3 shows the graph of the obtained curve using this
approach. As expected, in the graph discrepancies can be appreciated across the time
(t) between the original curve of the IPC Mexico and the computed MNLR model.

Nonetheless, as stated above, the dataset was not -yet- segmented as the AON
framework would formally do, considering this is a significant factor for the
discrepancies. It is considered that in the future these divergences will be reduced once
the data is segmented; moreover, in the graph can be observed along (t) that in some
intervals (e.g., around the years 2013-2014) the approximated model behavior is very
much the same as the trend of the original data.

Despite the discrepancies, the estimation provided satisfactory results based on the
the relative error &, [5]; in this regard, Table 1 shows the mean, the standard deviation
(SD), the mean absolute deviation (MAD), the maximum (Max) value, the minimum
(Min) value, and the range of the obtained relative error. Figure 4 shows the relative
error of the MNLR model using a SIN term.

The performance of the model was also measured by computing the Residual Sum of
Squares (RSS), the Sum of Squares Regression (SSR), the Total Sum of Squares (TSS),
and the coefficient of determination R-square; the results are reported in Table 2.
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Fig.4. Relative error for the estimated IPC using the MNLR model and replacing the
second-degree term with a SIN term.

Table 3. Mean, SD, MAD, Max, Min, and Range of the relative error from the MNLR model
using an EXP term.

Relative Error (MNLR)
Mean SD MAD Max Min Range
0.016755 0.014252 0.011017 0.063554 0.00002 0.063534

3.2 Experiment 2: Establishing a MNLR Model Using EXP Terms

Again, to test the possibility of changing the type of curve that is fitted by a molecule
for each segment, when an AON structure is computed, in experiment two the
MNLR model was assessed by replacing the second-degree polynomic terms with an
exponential (EXP) term; Figure 5 shows the graph of the curve attained using this
approach. Once more, in the graph are appreciated discrepancies across (t) between
the original curve and the computed MNLR model.

As before, the data was not -yet- segmented as the AON framework would formally
do, considering this as an important factor for the discrepancies. As well, it is considered
that in the future these divergences will also be reduced once the data is segmented;
likewise, in the graph can be observed along (t) that in some intervals (e.g., around the
years 2012-2013, and 2020) the approximated model behavior is very much the same
as the trend of the original data.

Once more, after estimating the model, the relative error was computed; however, in
this case, the performance increased in comparison to the results acquired in the first
experiment. Table 3 shows the mean, the SD, the MAD, the Max value, the Min Value,
and the range achieved by the relative error in this case. Figure 6 shows the relative
error of the MNLR model using an EXP term.

Subsequently, the performance of the model was also measured by computing the
RSS, the SSR, the TSS, and the R-square; the results are reported in Table 4.
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Fig. 5. Curves for the IPC Mexico using the original data (blue line), a MNLR model that replaces
the second-degree term with an EXP term (red line), and the LSP model (green line).

Table 4. RSS, SSR, TSS, and R-square of the MNLR model using an EXP term. It can be
observed that SSR is larger than SSE, following one of the criteria of a good regression model.
Relative Error (MNLR)
RSS SSR TSS R-square
93.568285 168.641547 262.209833 0.643155

4 Conclusions & Future Work

Through this paper is evoke the objective of producing a new algorithm based on the
AON machine learning class, to yield a short-term stock market trend forecast, using at
least two additional MEVs.

As stated, the AON compelling concepts are observed to design a new AON
topology; in this respect, contemplating that the AHN topology produces a structure
by segmenting the dataset, and fitting a curve to each section, the present state of the
ongoing research has been focused on undertaking experiments to identify different
type of math expressions for substituting the second-degree and third-degree polynomic
terms employed by the AHN algorithm.

As a first approach, sinusoidal and exponential terms have been used in the MNLR
model to replicate the behavior of the IPC Mexico. Through the first approximations
exemplified here, disparities have been observed between the acquired results and
the raw data; however, it has been remarked that the procedure applied still has not
segmented the data as the AON framework do.

In addition to the last statement, the obtained results from the experiments have
provided a relative error of the order of 1x1072; regarding the last remarks, is being
pondered that is plausible to define in further experiments a new AON arrangement,
by using the MNLR model and substituting the type of math expression to fit different
curves of the segments along (t) of the function f.
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Fig. 6. Relative error for the estimated IPC using the MNLR model and replacing the
second-degree term with an EXP term.

To improve the performance and reduce the discrepancies of the results obtained by

now, the next tasks considered for future work include: i) segmenting the data as the
AON framework formally does while producing a structure of an organic compound,
ii) doing further experiments considering different kinds of math expressions that are
used to characterize curves, iii) the procedure of splitting the data into train and test
subsets set up on sequence (based upon the DateTime).
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